
Intel® oneAPIAnalyzers
Code that Outperforms

Intel VTune Profiler and Intel Advisor
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Agenda

1 Introduction to the Intel oneAPIBase and HPC Toolkits

Intel® oneAPI Overview

2 Overview of the oneAPIanalyzers

Intel VTune Profiler and Intel Advisor Overview

3 Configure the sample used in the exercises

MandelbrotOMP Sample Configuration

4 Running the sample on midway3 with Intel Advisor and Intel VTune
Profiler.

CPU Profiling Exercises

5 Demo profiling the iso3dfd sample on Intel DevCloud with Intel 
Advisor and Intel VTune Profiler 

GPU Profiling Demo
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Growth in specialized workloads

Variety of data-centric hardware required

Separate programming models and toolchains for each 
architecture are required today

Software development complexity limits freedom of 
architectural choice

Programming Challenges

CPU
programming 

model

GPU
programming 

model

FPGA
programming 

model

Other accel.
programming 

models
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ÁĈħĮĮĲĤ ĳħĤ ġĤĲĳ ĠĢĢĤīĤıĠĳĤģ ĳĤĢħĭĮīĮĦĸ ĳħĤ ĲĮĥĳĶĠıĤ ģĮĤĲĭœĳ 
decide for you 

ÁPerformance across CPU, GPUs, FPGAs, and other accelerators

ÁOpen industry standards provide a safe, clear path to the future

ÁCompatible with existing languages and programming models 
including C++, Python, SYCL, OpenMP, Fortran, and MPI

oneAPI
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oneAPI Industry 
Initiative

Open to promote community and 
industry collaboration

Enables code reuse across 
architectures and vendors

oneAPI Industry Specification

The productive, smart path to freedom for accelerated 
computing from the economic and technical burdens 
of proprietary programming models

Visit oneapi.com for more details

...

A cross-architecture 
language based on C++ 

and SYCL standards

Powerful libraries designed 
for acceleration of domain -

specific functions

Low-level hardware 
abstraction layer 

oneapi.com
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Á Allows code reuse across hardware targets 

Á Permits custom tuning for a specific accelerator

Á Open, cross-industry alternative to proprietary language

Á Delivers C++ productivity benefits, using common, familiar C and C++ constructs

Á Adds SYCL from the Khronos Group for data parallelism and heterogeneous 
programming

Á Provides extensions to simplify data parallel programming

Á Continues evolution through open and cooperative development

Data Parallel C++

The open source and Intel DPC++/C++ compiler supports Intel CPUs, GPUs, and FPGAs. 
Codeplay announced a DPC++ compiler that targets Nvidia GPUs.

https://www.codeplay.com/portal/02-03-20-codeplay-contribution-to-dpcpp-brings-sycl-support-for-nvidia-gpus
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Powerful oneAPI Libraries

Realize all the Hardware Value

Designed for acceleration of key domain-specific functions

Freedom of Choice

Pre-optimized for each target platform for maximum 
performance
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A complete set of advanced compilers, libraries, and 
porting, analysis and debugger tools  

Á Accelerates compute by exploiting cutting -edge 
hardware features

Á Interoperable with existing programming models 
and code bases (C++, Fortran, Python, OpenMP, 
etc.), developers can be confident that existing 
applications work seamlessly with oneAPI

Á Eases transitions to new systems and 
accelerators½using a single code base frees 
developers to invest more time on innovation

Intel®oneAPI
Product

Visit software.intel.com/oneapi for more details
Some capabilities may differ per architecture and custom -tuning will still be required. Other accelerators to be supported in th e future.

...

Available Now
Latest version is 2021.1

https://software.intel.com/oneapi
software.intel.com/oneapi
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Ļ

A core set of core tools and libraries for 

developing high-performance applications on 

Intel® CPUs, GPUs, and FPGAs.

Á A broad range of developers across industries

Á Add-on toolkit users since this is the base for all 
toolkits

Á Data Parallel C++ compiler, library and analysis tools

Á DPC++ Compatibility tool helps migrate existing code 
written in CUDA

Á Python distribution includes accelerated scikit -learn, 
NumPy, SciPy libraries 

Á Optimized performance libraries for threading, math, 
data analytics, deep learning, and video/image/signal 
processing

Intel®oneAPI
Base Toolkit

Learn More: intel.com/oneAPI -BaseKit

https://software.intel.com/content/www/us/en/develop/tools/oneapi/hpc-toolkit.html
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Intel®oneAPI 
HPC Toolkit 

Learn More: intel.com/oneAPI -HPCKit

Deliver Fast Applications that Scale

A toolkit that adds to the Intel® oneAPI Base Toolkit for 
building high-performance, scalable parallel code on 
C++, SYCL, Fortran, OpenMP & MPI from enterprise to 
cloud, and HPC to AI applications.

Á OEMs/ISVs

Á C++, Fortran, OpenMP, MPI Developers

Á Accelerate performance on Intel® Xeon® and CoreĻ
Processors and Intel® Accelerators

Á Deliver fast, scalable, reliable parallel code with less 
effort built on industry standards

Ļ

https://software.intel.com/content/www/us/en/develop/tools/oneapi/hpc-toolkit.html
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Intel Analysis Tools for GPU Compute Analysis 

Offload Advisor

Å Identify high -impact opportunities to offload 

Å Detect bottlenecks and key bounding factors

Å Get your code ready even before you have the hardware by 
modeling performance, headroom, and bottlenecks 

Roofline Analysis

ÅSee performance headroom against hardware limitations

ÅDetermine performance optimization strategy by identifying 
bottlenecks and which optimizations will pay off the most

ÅVisualize optimization progress

Flow Graph Analyzer

ÅVisualize your CPU/GPU code and get recommendations for 
the CPU device

Offload Performance Tuning

ÅĊķįīĮıĤ ĢĮģĤ ĤķĤĢĴĳĨĮĭ Įĭ ĸĮĴı įīĠĳĥĮıĬœĲ ĵĠıĨĮĴĲ ĈĕĚ 
and GPU cores

ÅCorrelate CPU and GPU activity

Å Identify whether your application is GPU - or CPU-bound

GPU Compute/Media Hotspots

ÅAnalyze the most time -consuming GPU kernels, 
characterize GPU usage based on GPU hardware metrics

ÅGPU code performance at the source-line level and 
kernel -assembly level 

Intel® Advisor Intel® VTuneÊ Profiler
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Intel® VTuneĻProfiler Overview
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Optimize Performance
Intel® VTuneĻProfiler

Get the Right Data to Find Bottlenecks
ÁA suite of profiling for CPU, GPU, FPGA, threading, 
ĬĤĬĮıĸ# ĢĠĢħĤ# ĲĳĮıĠĦĤ# ĮĥĥīĮĠģ# įĮĶĤı,
ÁApplication or system-wide analysis
ÁDPC++, C, C++, Fortran, Python*, Go*, Java*, or a mix
ÁLinux, Windows, FreeBSD, Android, Yocto and more
ÁContainers and VMs

Analyze Data Faster
ÁCollect data HW/SW sampling and tracing w/o re-

compilation
ÁSee results on your source, in architecture diagrams, 
ĠĲ Ġ ħĨĲĳĮĦıĠĬ# Įĭ Ġ ĳĨĬĤīĨĭĤ,
ÁFilter and organize data to find answers

Work Your Way
ÁUser interface or command line
ÁProfile locally and remotely
ÁGUI (desktop or web) or command line
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Rich Set of Profiling Capabilities
Intel® VTuneĻProfiler

Algorithm Optimization

VHotspots
VAnomaly Detection
VMemory Consumption

Microarch .&Memory Bottlenecks

VMicroarchitecture Exploration
VMemory Access

Accelerators / xPU

VGPU Offload
VGPU Compute / Media Hotspots
VCPU/FPGA Interaction

Parallelism

VThreading
VHPC Performance Characterization

Platform & I/O

V Input and Output
VSystem Overview
VPlatform Profiler

Multi -Node

VApplication Performance Snapshot
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Find Answers Fast
Intel®VTuneĻProfiler

Double Click Function
to View Source

Adjust Data Grouping

, ßĕĠıĳĨĠī īĨĲĳ ĲħĮĶĭà

Click [u] for Call Stack

Filter by Timeline Selection 
(or by Grid Selection)

Filter by Process 
& Other Controls

Tuning Opportunities Shown in Pink.  
Hover for Tips
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Interactive Remote Data Collection
Performance analysis of remote systems just got a lot easier

Interactive analysis
1) Configure SSH to a remote Linux* target

2) Choose and run analysis with the UI

Command line analysis
1) Run command line remotely on Windows* 

or Linux* target

2) Copy results back to host and open in UI

Conveniently use your local UI to analyze remote systems
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Analysis Types
ÁPerformance Snapshot:
ÅUsed as a starting point to determine areas for deeper focus.

ÁAlgorithm:
ÅHotspots: investigate call paths and find where your code spends the most 

time. 
ÅAnomaly Detection (preview): identify performance anomalies in frequently 

recurring intervals of code like loop iterations. 
ÅMemory Consumption: analyze memory consumption by app [Linux* only]

ÁMicroarchitecture:
ÅMicroarchitecture Exploration: deep dive into the CPU pipeline stage and 

hardware units responsible for your hardware bottlenecks.
ÅMemory Access: analyze CPU cache and main memory usage

ÁParallelism:
ÅThreading: visualize thread parallelism on available cores.

Á I/O:
ÅInput and Output: monitor utilization of the IO subsystems, CPU, and buses.

ÁPlatform Analyses:
ÅSystem Overview: monitors general behavior of the target system and 

identifies platform -level factors that limit performance
ÅPlatform Profiler: provides insights into overall system configuration, 

performance, and behavior.

More details: https://software.intel.com/content/www/us/en/develop/documentation/vtune -help/top/set -up-project/analysis -types.html
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Optimize Memory Access
Memory Access Analysis - Intel® VTuneĻProfiler

Tune data structures for performance

ÁAttribute cache misses to data structures
(not just the code causing the miss) 

ÁSupport for custom memory allocators

Optimize NUMA latency & scalability
ÁTrue & false sharing optimization 

ÁAuto detect max system bandwidth 

ÁEasier tuning of inter-socket bandwidth

Easier install, Latest processors
ÁNo special drivers required on Linux*

ÁIntel® Xeon PhiĻprocessor MCDRAM (high 
bandwidth memory) analysis


